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INTRODUCTION 
 The study of Nörlund (ܰ, ܲ)	suumability of Fourier series and its allied series was first 

studied by Mears1 and then afterwards so many results deduced on the product summability of 

Nörlund means by a regular summability (i.e. in the form of X(N, P୬)	or (N, P୬)X, where X is any 

regular summability). In the same context, Lal and Nigam2, Lal and Singh3, Prasad4, Sahney5, Sinha 

and Shrivastava6 and many researchers gave interesting results under different criteria & conditions. 

Therefore by inspiring this, under a very general condition, we have established some results on

  nPNE ,1,  summability of conjugate series of Fourier series. As a result, we see that the product 

operator gives better approximated value than individual linear operator. 

Let


0n
na be a given infinite series with the sequence of its partial sums	{ܵ}. Let {} be any 

sequence of constants, real or complex, such that 

P୬ = p + pଵ + pଶ + ⋯+ p୬ 

Pି ଵ = pିଵ = 0 

Therefore,  

 The sequence-to-sequence transformation is given by 

t୬ =
1
P୬
 p୬ି୩s୩

୬

୩ୀ

 

defines the sequence	{ݐ} of Nörlund means of the sequence {ܵ}, as generated by the sequence of 

coefficients	{}. 

The series


0n
na is said to be (N, P୬)	summable to the sum s if nn

t


lim exists and is equal to s . 

The necessary and sufficient condition for the regularity of (N, P୬)	 method is 
p୬
P୬

→ 0	, as	n → ∞ 

Let, 

E୬ଵ =
1

2୬ቀ
n
kቁ s୩

୬

୩ୀ

 

If E୬ଵ → as n	,ݏ → ∞ then


0n
na is said to be summable s by Euler means. Hardy7 

 On superimposing	(E, 1)	transform on (N, P୬) transform, we have the product (E, 1)(N, P୬) 

transform t୬ of the n୲୦ partial series S୬ of the series 


0n
na which is given by  
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t୬ =
1

2୬ቀ
n
kቁ
ቐ

1
p୩
 p୩ି୴s୴

୩

୴ୀ

ቑ
୬

୩ୀ

 

then, the infinite series 


0n
na is said to be (E, 1)(N, P୬)  summable to the sum s, 

if t୬ → s as n → ∞ i.e. the limit exist.  

 Let, f(t) be a periodic function with period 2π and Lebesgue-integrable over the interval 

൫–π,π൯ . Then the Fourier series associated with ݂ at any point ݐ is defined by 

f(t)~(a୬cosnt + b୬sinnt)
ஶ

୬ୀଵ

=  A୬(t)
ஶ

୬ୀଵ

																																																				(1.1) 

Then the conjugate series of (1.1) is  

(b୬cosnt − a୬sinnt)
ஶ

୬ୀଵ

=  B୬(t)
ஶ

୬ୀଵ

																																																																(1.2) 

               
 

We use the following notations throughout this paper 

 
ψ(t) = ଵ

ଶ
[f(x + t) − f(x − t)] 

and
       

 

K෩୬(t) =
1

2୬ቀ
n
kቁ
ቐ

1
P୩
 p୩ି

cos ቀν + 1
2ቁ t

sin t
2

୩

ୀ

ቑ
୬

୩ୀ

																																														(1.3) 

KNOWN RESULTS 

 Recently, Sinha and Shrivastava6 have discussed the almost (E, q)(N, P୬) summability of 

Fourier Series by proving the following  

Theorem A. If  is a 2π periodic function of class Lୟip	α then the degree of approximation by the 

product (E, q)(N, P୬) summability mean on its Fourier series (1.1) is given by  

 ‖τ୬ − f‖ஶ = o ቀ ଵ
(୬ାଵ)ಉ

ቁ 				0 < α < 1              (2.1)                 

where, τ୬ is defined as  

τ୬ =
1

(1 + q)୬  ቀn
kቁ q୬ି୩

୬

୫ୀ

ቐ
1
P୩
 p୩ିS

୩

ୀ

ቑ 

 Further, Prabhakar and Saxena8, have obtained an analogous result by generalised theorem A 

for (E, 1)(N, P୬) summability of Fourier series under different condition and criteria. The Theorems 

are as follows 



Manju Prabhakar, IJSRR 2019, 8(2), 2816-2825 

IJSRR, 8(2) April. – June., 2019                                                                                                         Page 2819 
 

Theorem B. Let	{c୬}	be a non-negative, monotonic, non-increasing sequence of real constants 

such that 

C୬ = 			 c → ∞, as	n → ∞
୬

୴ୀଵ

 

If	 

Φ(t) = න |ϕ(u)|
୲


du = o 

t

α ቀ1
tቁCத

 	as	t → +0																																														(2.2) 

where, α(t) is a positive, monotonic and non-increasing function of  and log(n + 1) =

O[{α(n + 1)}C୬ାଵ]	, as	n → ∞																																										(2.3)								 

then the Fourier series (1.1) is (E, 1)(N, P୬)  summable to zero at point x. 

MAIN RESULT 
 With this point of view, we here prove the following theorems. 

Theorem 1. Let	{c୬}	be a non-negative, monotonic, non-increasing sequence of real constants such 

that 

C୬ =  c → ∞
୬

ୀ

	as	n → ∞ 

If 

Ψ(t) = න |ψ(u)|du = o 
t

α ቀ1
tቁCத


୲


	as	t → +0																																														(3.1) 

where, (ݐ)ߙ is a positive, monotonic and non-increasing function of t and 

log(n + 1) = O[{α(n + 1)}C୬ାଵ]	,			as	n → ∞	         (3.2) 

then the conjugate Fourier series (1.2) is (E, 1)(N, P୬) summable to  

 
fሚ(x) = − ଵ

ଶ ∫ ψ(t)cotቀ୲
ଶ
ቁ dtଶ

  

at every pt, where this integral exists.  

Theorem 2: Let {ܿ} be a positive, monotonic, non-increasing sequence of real constants such that           

C୬ =  c → ∞
୬

ୀ

	as	n → ∞ 

If
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Ψ(t) = න |ψ(u)|du = o 
t

log ቀ1
tቁ


୲


,			as	t → +0																																												(3.3) 

then the conjugate Fourier series (1.2) is (E, 1)(N, P୬)	summable to 
 

	fሚ(x) = −
1

2π
න ψ(t)cot൬

t
2൰dt

ଶ


 

at every pt, where this integral exists. 

To prove the following Theorems, we require the following lemmas. 

LEMMAS 

Lemma 4.1 
 

For	0 ≤ t ≤
1

n + 1 	 ,
หK෩୬(t)ห = O ൬

1
t൰ 

Proof.     

หK෩୬(t)ห =
1

2୬ାଵπ ቮቀ
n
kቁ
ቐ

1
P୩
 p୩ି

cos ቀν + 1
2ቁ t

sin t
2

୩

ୀ

ቑ
୬

୩ୀ

ቮ 

                
 

																			≤
1

2୬ାଵπ ቀ
n
kቁ
ቐ

1
P୩
 p୩ି

ቚcos ቀν + 1
2ቁ tቚ

ቚsin t
2ቚ

୩

ୀ

ቑ
୬

୩ୀ

 

                
 

																			≤
1

2୬ାଵt ቀ
n
kቁ

1
P୩
 p୩ି

୩

ୀ

୬

୩ୀ

 

               
 

																			=
(2n + 1)

2୬ାଵt . 2୬ 
               

 

																			= O ൬
1
t൰ 

This completes the proof of Lemma 3.1 

Lemma 4.2 
 

For	
1

n + 1 ≤ t ≤ π, หK෩୬(t)ห = O ൬
1
t൰ 
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Proof.
  

หK෩୬(t)ห =
1

2ାଵߨ ቮቀ
n
kቁ
ቐ

1
P୩
 p୩ି

cos ቀν + 1
2ቁ t

sin t
2

୩

ୀ

ቑ
୬

୩ୀ

ቮ

 

																	≤
1

2୬ାଵt ቮቀ
n
kቁReቐ

1
P୩
 p୩ିe୧ቀା

ଵ
ଶቁ୲

୩

ୀ

ቑ
୬

୩ୀ

ቮ 

   																	≤ ଵ
ଶశభ୲

ቚ∑ ൫୬୩൯Re ቄ ଵ
ౡ
∑ p୩ିe୧୲୩
ୀ ቅ୬

୩ୀ ቚ ቚe୧
౪
మቚ 

     
																		≤ ଵ

ଶశభ୲
ቚ∑ ൫୬୩൯Re ቄ ଵ

ౡ
∑ p୩ିe୧୲୩
ୀ ቅ୬

୩ୀ ቚ 

 

													≤ ଵ
ଶశభ୲

ቚ∑ ൫୬୩൯Re ቄ ଵ
ౡ
∑ p୩ିe୧୲୩
ୀ ቅதିଵ

୩ୀ ቚ + 	 ଵ
ଶశభ୲

ቚ∑ ൫୬୩൯Re ቄ ଵ
ౡ
∑ p୩ିe୧୲୩
ୀ ቅ୬

୩ୀத ቚ 

   
																		= |Kଵ| + |Kଶ| 

			|Kଵ| ≤
1

2୬ାଵt ቮቀ
n
kቁReቐ

1
P୩
 p୩ିe୧୲
୩

ୀ

ቑ
தିଵ

୩ୀ

ቮ
 

     
																	≤ ଵ

ଶశభ୲
ቚ∑ ൫୬୩൯ ቄ

ଵ
ౡ
∑ p୩ି୩
ୀ ቅதିଵ

୩ୀ ቚ หe୧୴୲ห 

																		≤
1

2୬ାଵt ቮቀ
n
kቁ
ቐ

1
P୩
 p୩ି

୩

ୀ

ቑ
தିଵ

୩ୀ

ቮ 

																		≤
1

2୬ାଵt
อቀ

n
kቁ

தିଵ

୩ୀ

อ 

																			= O ൬
1
t൰

 

 
Now considering second term and using Abel’s lemma

         

			|Kଶ| ≤
1

2୬ାଵt ቮቀ
n
kቁReቐ

1
P୩
p୩ିe୧୲
୩

ୀ

ቑ
୬

୩ୀத

ቮ
 

   
																	≤ ଵ

ଶశభ୲
∑ ൫୬୩൯

ଵ
ౡ

maxஸ୫ஸ୩ห∑ p୩ିe୧୲୩
୴ୀ ห୬

୩ୀத

 

     

																		= O ቀଵ
௧
ቁ

  This completes the proof of Lemma 3.2 Similarly, 

Lemma 4.3  

For	0 ≤ t ≤
1
n, 
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หK෩୬(t)ห = O ൬
1
t൰

 
Lemma 4.4 

For	
1
n ≤ t ≤ π, 

หK෩୬(t)ห = O ൬
1
t൰

 PROOF  

Proof of Theorem 1: 
 Let, s୬ denote the partial sum of conjugate Fourier series (1.2) then following Zygmund, we 

have 

s୬ − fሚ(x) =
1

2π
න ψ(t)

cos ቀn + 1
2ቁ t

sin t
2




dt 

Therefore the (E, 1)(N, P୬)  transform of s୬(x) is given by
  

 

t̃୬ − fሚ(x) =
1

2୬ାଵπ
න ψ(t)ቀ

n
kቁ
ቐ

1
P୩
 p୩ି

cos ቀν + 1
2ቁ t

sin t
2

୩

ୀ

ቑ
୬

୩ୀ




dt 

 																						= ∫ ψ(t)หK෩୬(t)ห
 dt 

For	0 < ߜ < π,		we have 

න ψ(t)K෩୬(t)dt



= න ψ(t)K෩୬(t)dt + න ψ(t)K෩୬(t)dt + න ψ(t)K෩୬(t)dt



ஔ

ஔ

ଵ
୬ାଵൗ

ଵ
୬ାଵൗ


 

                      						= Iଵ + Iଶ + Iଷ			(say)																																																																																								(5.1) 

Now, by applying (3.1), (3.2) and (4.1), we have 

|ଵܫ| ≤ න |ψ(t)|หK෩୬(t)หdt
ଵ
୬ାଵൗ


 

 
									= O∫ ଵ

୲
|ψ(t)|dt

ଵ
୬ାଵൗ

  

     									= O(n + 1)∫ |ψ(t)|dt
ଵ
୬ାଵൗ

  

									= O(n + 1) o ൜
1

(n + 1)α(n + 1)C୬ାଵ
ൠ൨ 

										= o ൜
1

log(n + 1)ൠ 

										= o(1)	, as		n → ∞																																																																																(5.2) 

From condition (3.1), (3.2) and (4.2), we have 
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|ଶܫ| ≤ න |ψ(t)|หK෩୬(t)หdt
ஔ

ଵ
୬ାଵൗ

 

										= O න |ψ(t)|൬
1
t൰dt

ஔ

ଵ
୬ାଵൗ

൩ 

										= O ൜
1
t ψ

(t)ൠ
ଵ
୬ାଵൗ

ஔ

+ න
1
tଶψ

(t)dt
ஔ

ଵ
୬ାଵൗ

൩

 

										= O

⎣
⎢
⎢
⎡
oቐ

1

α ቀ1
tቁCத

ቑ
ଵ
୬ାଵൗ

ஔ

+ න oቐ
1

tα ቀ1
tቁCத

ቑdt
ஔ

ଵ
୬ାଵൗ

⎦
⎥
⎥
⎤
 

Putting	
1
t = u	in	second	term	 

    
										= O o ቄ ଵ

(୬ାଵ)େశభ
ቅ + ∫ o ቄ ଵ

୳(୳)େ౫
ቅdu୬ାଵ

ଵ
ஔൗ

൨ 

     
										= o ቄ ଵ

୪୭(୬ାଵ)
ቅ + o ቄ ଵ

୪୭(୬ାଵ)
ቅ 

											= o(1) + o(1)	, as		n → ∞ 

											= o(1)	, as		n → ∞																																																																															(5.3) 

 By Riemann-Lebesgue lemma & by regularity condition of the method of summability, we 

have          

|ଷܫ| ≤ න |ψ(t)|หK෩୬(t)หdt


ஔ
 

									= o(1)	,			as	n → ∞	                                                                   (5.4)  

 Combining (5.1), (5.2), (5.3) and (5.4), we have  

Iଵ + Iଶ + Iଷ = o(1) 

Hence we proved that  

t̃୬
(,ଵ)(,) − fሚ(x) = o(1)	,			as	n → ∞ 

 This completes the proof of Theorem 1. 

Proof of Theorem 2: 

For	0 < δ < π,		 

          
 

t̃୬
(,ଵ)(,) − fሚ(x) = න ψ(t)K෩୬(t)




dt 
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										= න ψ(t)K෩୬(t)dt + න ψ(t)K෩୬(t)dt + න ψ(t)K෩୬(t)dt


ஔ

ஔ

ଵ ୬ൗ

ଵ ୬ൗ


 

= ଵܬ + ଶܬ +             (say)                  (5.5)			ଷܬ

              

On applying (3.3) and (4.3), we have
                               

 

|ଵܬ| = න |ψ(t)|หK෩୬(t)หdt
ଵ ୬ൗ


 

								= O න
1
t

|ψ(t)|dt
ଵ ୬ൗ


൩ 

     
								= O(n) ቂ∫ |ψ(t)|dt

ଵ ୬ൗ
 ቃ 

								= O ൜
1

log(n)ൠ 

								= o(1)	, as	n → ∞             (5.6) 

From (3.3) and (4.4), we have    
  

 

|ଶܬ|											 = න |ψ(t)|หK෩୬(t)หdt
ஔ

ଵ ୬ൗ
 

            
										= O ቂ∫ ଵ

୲
|ψ(t)|dtஔ

ଵ ୬ൗ
ቃ 

           
										= O ቄଵ

୲
ψ(t)ቅ

ଵ ୬ൗ

ஔ
+ ∫ ଵ

୲మ
ψ(t)dtஔ

ଵ ୬ൗ
൨ 

  
										= O o ቊ ଵ

୪୭ቀభ౪ቁ
ቋ
ଵ ୬ൗ

ஔ

+ ∫ oቊ ଵ
୲୪୭ቀభ౪ቁ

ቋ dtஔ
ଵ ୬ൗ

൩ 

 
											= o ቄ ଵ

୪୭(୬)
ቅ + o(1) ቄ−loglogቀଵ

୲
ቁቅ

ଵ ୬ൗ

ஔ
 

												= o(1) + o(1)	, as	n → ∞ 

												= o(1)	,			as	n → ∞             (5.7) 
Finally, 

By using Riemann-Lebesgue theorem and regularity condition of summability, we  have 
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|ଷܬ| = න |ψ(t)|หK෩୬(t)หdt


ஔ
= o(1)	,				as	n → ∞																																													(5.8) 

Combining (5.5), (5.6), (5.7) and (5.8) we have                               

	t̃୬
(,ଵ)(,) − fሚ(x) = o(1)	, as	n → ∞ 

 This completes the proof of Theorem 2. 

CONCLUSION 
 Several results concerning the product summability of Nörlund-Euler means have been 

reviewed with different criteria and conditions. In future, by applying more conditions we can rectify 

the errors and its application in the field of Fourier analysis. 
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