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ABSTRACT: 
Speech is the spoken version of natural language. Speech recognition in essence is a language 
dependent process. Hence linguistic knowledge has to be modeled in a form that can be employed by a 
general purpose automatic speech recognition system. Lexical Knowledge can be modeled using a 
pronunciation dictionary. Syntactic and Semantic knowledge can be represented in the form a word net 
for task specific speech recognition. Statistical grammars have been used for large vocabulary speech 
recognition. Currently, N-gram models are the most common and widely used models for statistical 
language modeling. This paper deals with building acoustic and language models using artificial neural 
networks to learn the language model.  
Language model estimates the probability distributions of various linguistic units or their composites. 
Availability of large amount of training data (i.e., text) has led to improved quality of SLMs. This, in 
turn, has increased performance of ASR systems despite the fact that language models hardly take note 
of the fact that what is being modeled is language. 
For a given speech signal, the goal of speech recognition is to generate the optimal word sequence 
subject to linguistic constraints. A sentence is composed of linguistic units such as words, syllables, 
phonemes. In speech recognition, a sentence model is assumed to be a sequence of models of such 
smaller units. The acoustic evidence provided by the acoustic models of such units is combined with 
the rules of constructing valid and meaningful sentences in the language to hypothesize the spoken 
sentence. 
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INTRODUCTION: 
Language models are widely used in speech recognition, text classification, optical character 

recognition, etc. Artificial neural networks (NN) are also a powerful technique that is widely used in 

various fields of computer science. Though there are some works on connectionist natural language 

processing, a strange phenomenon is that in spite of the popularity of artificial neural networks, it is 

hard to find any work on language modeling using NN in the literature. There might be two reasons for 

the lack of work on using NN for language modeling. The first is that it is reasonable for one to think 

that the standard statistical method is more suitable for this problem. The second is that the size of the 

neural network needed for this problem is too huge and the training would be too slow to be tolerable. 

 

BASICS OF LANGUAGE MODELING 
Language model is used to assign a probability P(W) to every possible word sequence W. Using 

Bayes’ rule of probability, 

P(W)  =  

Where ht denote the history of word Wt, W1, Wt-1. So the task of language model is to estimate the 

probability of a word given its history. Because there are a huge number of different histories, it is 

impractical to specify all P(Wt | ht) completely. If one can map the histories into some number of 

equivalence classes, and let F be this mapping. Then the conditional probability can be approximated 

by P(Wt | ht) = P(Wt | Ø(ht)). A commonly used equivalence classification is to consider the histories 

that end with same n-1 words as one equivalent class. For n=2, a bigram language model:  

P(W)  =   is obtained.  

 

NEURAL NETWORKS APPROACH TO LANGUAGE MODELING 
The following figure depicts a Neural Network Architecture used for training the LM into the system.  

 
Fig. 1 Neural Network architecture for Language Model Training 
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Input and Output Encoding 
The network considered, has V input units and V output units, where V is the vocabulary size. The ith 

input unit is 1 if the current word is wi. The value of ith output unit represents the probability of wi 

being the next word. 

 

Error Function 
Because the goal is to minimize the perplexity, so we use the logarithm of perplexity as error function, 

is used. This is same as the negative log likelihood. 

E =  

 

When training the neural network, the need is to minimize the above error function. It can be proven 

that using this error function the value of ith output will converge to P(Wi | Wj) if the input to the 

network is word j w . So upon convergence, the network will be equivalent to a bigram language model 

without any smoothing. Without smoothing, the performance on test data will be very poor, so 

methods of preventing over-fitting will be very important to us. In this paper, early-stopping is used to 

prevent over-fitting, i.e. stop the training when the network achieves best performance on holdout data. 

 

Activation Function 
The sigmoid activation function is used for the output units, which guarantee the sum of the outputs is 

1. Let the net input to each output unit be Neti, then the sigmoid output Oi is: 

Oi =   

where the net input is Neti = Wij +  and Xij is the jth input to this unit. 

 

Network Structure 

The network considered, is a single layer network. The input units and output units are fully connected, 

so V ´ (V + 1) weights are obtained (including bias weight). 

 

An Issue On Computation Cost 
A major problem for training such a neural network to learn language model is that it is very 

computationally expensive. So the aim is to try all possible ways to reduce the computational cost. 
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One important characteristic for the neural network is the sparsity of its inputs (i.e. most of them are 

zero). Using this fact, and notice the formula for updating weights in back-propagation algorithm: 

ΔWij   = ηδi Xij 

So the weight will not be changed if the corresponding input value is zero. Thus a vast amount of 

computation is saved upon updating those weights with non-zero input value. 

 

Training Method 

Back-propagation algorithm is used to train the network. The initial weights are set to zero (This is 

equivalent to a uniform distribution). Batch training (i.e. update weights after a whole epoch) is 

employed. As mentioned earlier, it is particularly important to prevent over-fitting in this problem. A 

small constant learning rate is used along with early stopping to prevent over-fitting. The training is 

stopped when the perplexity on the holdout set reaches the lowest point. 

 

Consider the following simple network: 

 There is no hidden unit in the network. 

 There is no bias weight. 

 The output is the linear summation of input units. 

 Use batch updating and the learning rate are small enough. 

 The target value of jth output unit is set to 1 and the other output units are set to ‘0’ when the 

network is presented with a word pair (i, j). 

 Use squared error as error function. 

 

SUMMARY 
Most natural language processing system accepts deterministic text. In contrast, speech recognition 

systems yield probabilistic output of word sequences. A network of word hypotheses is generally 

formed using word continuity constraint. Every node is associated with the strength of acoustic 

evidence in the form of likelihood. Now, sophisticated language models can be employed to 

hypothesize the most likely word sequence. Thus, language processors for speech recognition should 

be empowered with suitable strategies for utilizing acoustic evidence. In addition, they should take into 

account ill-formed phrases, hesitations, false starts, repetitions, incompletely spoken dialogue; the 

language processor can utilize information gleaned from previous utterances of the user and the current 

state of the dialogue model. In fact, unlike the prevalent bottom-up approach of speech recognition, 
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dialogue models should provide anticipatory information to language as well as acoustic processor so 

that they can adapt models to the current dialogue state. The adaptation of the acoustic processor can 

be in the form of dialogue state-specific lexicon; the language processor may dynamically adjust the 

probabilities of language model so as to suit the current state of dialogue. 
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