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ABSTRACT: 

One of the main problems in speech recognition systems is the preparation of reliable reference 
templates for the set of words to be recognized. The accuracy of the speech recognition systems greatly 
relies on the quality of the prepared reference templates. The normal procedure in selecting the 
reference templates is to select one example then test its recognition rate. If the recognition rate is high 
then this reference is kept, otherwise another template has to be selected.  
A common way to improve the recognition performance is to use several templates for each word. This 
procedure is computationally inefficient because it increases the number of templates. Vector 
quantization (VQ) is another solution to prepare reliable templates for the DTW-based speech 
recognition systems. However, it requires many training examples to prepare a reliable codebook. In 
order to keep up the computational efficiency feasible, a simple method is to use single reference 
templates per word. Even if single templates per word are chosen, there are two disadvantages: 

 A single sample template per utterance cannot account for the variability of the speech signal. 
Even the same user cannot speak the same word exactly the same each time. 

 There is no way to indicate the quality of information content contained in the sample template. 
The solution to this problem is to make use of an Average Template Method that has the following 
features: 

 Many samples are taken initially to account for variability in the speech signal for each word. 
  It extracts the reference template from a set of examples rather than one example. 
 The effect of a bad sample may be mitigated out of the good samples. 
 No additional computational cost incurred during the overall recognition Process. 
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INTRODUCTION: 
The pattern/template normalization technique using average template technique:  

As mentioned earlier, the overall process of an Average Template technique involves using a number 

of samples initially to account for variability in the speech signal for each word. The overall definitive 

reference pattern/template is composed from a set of templates rather than one single template. This 

also serves as to improve the quality of the reference template/pattern by diminishing the effect of a 

low quality sample out of the overall sample cluster. The most crucial advantage is that the overall 

procedure is computationally efficient. 

The process is depicted in the following figure: 

 
Fig.1 Average Template Computation 

 

Briefly the process involves the following steps: 

A. Choosing the Best Sample 

 Calculate the average length of speech sample per each word. 

 For each word, find the speech samples whose length is the nearest to the average length. 
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 That particular sample is chosen to be the best sample. 

B. Time Normalization 

 Adjust the length of other samples to be equal to the best sample by using a time-

normalization technique 

C. Average Template Creation 

 Each Time-normalized sample is represented by a coefficient matrix. 

 Average Template is created by averaging each coefficient with corresponding same 

row-column coefficient of all the other samples. 

 The physical meaning of the average template is to create a template whose local 

magnitude spectrum is optimized over time and frequency dimensions. 

 

TIME NORMALIZATION OF SAMPLES: 
The traditional way of preparing the reference templates is by judiciously selecting one example for 

each word (needed to be recognized) and considering it as a reference template for that word. The 

disadvantage of using a single reference template is that it is not robust to the speech signal variability. 

That is because it is almost impossible for a person to repetitively speak a word exactly in the same 

way. The speech signal produced would vary according to many factors. Therefore, if the template 

created is bad, the user would have to change it until he finds a suitable template for the tested word. 

To overcome this problem without incurring more computations in the recognition phase, the average 

template technique is developed to prepare more robust templates, called crosswords reference 

templates (CWRTs). Using these templates can greatly improve the recognition accuracy, as it is 

prepared from multiple examples rather than just one example. However, the most important of the 

sample averaging technique discussed in the previous section involves Time Normalization of two 

different samples to make them equal in length. This can be achieved by using a Dynamic 

Programming technique known as Dynamic Time Warping or DTW. 

 

DYNAMIC TIME WARPING: 
The idea of the DTW technique is to match a test input represented by a multi-dimensional feature 

vector T = [t1, t2, t3,…..,tn ]with a reference template R = [r1,r2,r3,…rm] 

 

The following figure depicts graphically the idea of the DTW.  
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Fig. 2 Dynamic Time Warping for Template Optimization 

 

The co-ordinate (i, j) is the location of the local distance between frame i to frame j. The aim of 

dynamic time warping is to find the function w(i) such that it gives the least cumulative difference 

between the compared signals. 

The compress/expand algorithm to the initially selected reference template comprises of the following 

steps:  

1. Align the first template with the initial reference template and find the optimum warping 

function w(i), 1< i < m. 

2. Trace backward from the last frame to the first one, looking for the slope of the sub-paths 

for every frame of the speech signal along the alignment path w(i).  

3. There are three slop possibilities to deal with:  

A. Slope is 1: Nothing is needed to be changed  

B. Slope is 2: The frame of the speech signal is replicated (expand), i.e., w(i-1) gets the 

identical frame to w(i).  

C. Slope is 0.5: An average frame is calculated from the two consecutive frames 

(compress), i.e., w(i) is merged with w(i-1) and gets their average value.  

4. Repeat steps 1 and 2 for all the other templates of the available examples to get a set of 

equal length templates.  

5. Average the aligned templates across each frame to get the final reference template.  

 

CONCLUSION: 
The reference template prepared by the mentioned average template technique is simply derived from a 

few examples of the words to be recognized rather than selecting just one example as a reference. It 
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differs from the VQ technique in a sense that it requires fewer examples, and it doesn’t incur any 

quantization errors. In fact the VQ technique cannot work satisfactorily when only few training 

examples are available. The Reference Patterns/Templates thus created may be stored in the Acoustic 

Database. 
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